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Random Processes

Given a function x(t,s) that relates the elements in the sample space s and time ¢

« Arandom process X(t,s) is a family or ensemble of x(t,s) functions

« Each function is called a sample or ensemble function A\
/\»\ /\
« X=X(t,s) is a random variable (time is fixed to t) \/J \/\/
 The statistics of X; are the statistics of the process \ /'*/\/\
at time t=t, ~ \/—
EXAMPLE AL AN /"\
;:j \/ v
X(t)=acos(w,t+ @), ) |
@~U(0,2n) W\ /\,\ il
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Random Processes

Classification:
Continuous Discrete
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Random Processes

Classification:

« Deterministic: Future values of the process can be predicted from past values

X(t)=acos(wyt+¢), ¢~U(0,2n)

« Undeterministic: It is not possible to predict future values
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Distribution Function

 For a given time t, the distribution function is defined as

F (x;;t) =P{X () < x}
 For two random variables X,=X{(t,) and X,=X{(t,)

F (%, x51,t,) = PAX (1) < x;, X (1,) < x,§

 And for n random variables

Fo(Xppeees X3t By ) = PAX(8) < Xy, X(Ey) S Xy
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Density Function

» The probability density functions for one, two and nr.v. are

dF (x,;t
() = ity
dx
2 .
fX(xl’x2;t1,t2): 0 FX(xl’xzatlatz)
0x,0x,

GNFX (X} eees Xy 3t ey Ey)

0X,...0X

fX(x19'°°9 xN;tlﬂ"'a tN) =
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Independency

» Two processes X and Y are independent if

fXY(xl""’ xN,yl,-n, yN;tl,..., tN’t ,...,t ):
fX(-xla xN? 19°° N)f (y19 9yN, tN)
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First-order stationary processes

* A random process is stationary to order one if the p.d.f. does not change with a
shift in time origin

fo(xst) = fo (x5t +A)

 This implies that

E[X(t,)] = X = constant
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Second-order stationarity

« Arandom process is stationary to order two if the p.d.f. satisfies

fo (X, x05t,t,) = fo(x, x50 + A1, +A)

 This implies that R, (t,,t,), called autocorrelation, is a function of 7= {,-f,
Ryy (8,1,) = Ry (4,1, +7) = E[X (1)) X (¢, +7)] = Ry (7)

The correlation applied to X(t,) and X(t,) 1s
called the autocorrelation
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Second-order stationarity

« EXAMPLE: Show that X (¢) = Acos(w,t +®) is stationary to order two.

A and o, are constants and © ~U(0,2x)

A2
Ry (t,t,+7)= TCOS( 0,T) =R, (7)
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Second-order stationarity

« EXAMPLE: Check if X(¢)= Acos(w,t+®) Is first- and second-order stationary.

A and o, are constants and @~U(0, i)

E[X(t)] = %sin(wot)

A2
R, (t,t,+7)= Tcos(a)or) =R,, (1)
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Wide-sense and strict-sense stationarity

* If a process X is stationary to orders one and two it is said to be wide-sense
stationary (w.s.s.)

E[ X (t,)] = constant

Ry, (2,t)) = Ry, (7)

» Two w.s.s. processes X and Y are jointly wide-sense stationary if they are w.s.s.
and

Now, it is called the A/RXY (tl’ t2) = Ry (7)

cross-correlation

« Arandom process is strict-sense stationary if it is stationary to any order N
fx('xla xNa 1o N) f('xla xN;t1+A9"°9tN+A)
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Wide-sense and strict-sense stationarity

« CHALLENGE: Show graphically that x () = 4 cos(w,t + p) is Not stationary.

@, and ¢ are constants and 4 ~ U (0,1)
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Ergodicity

* The time average of a quantity is defined as

-1
AL = lim — [ [Jr

» The time average of a sample function x(t) is

_ .1
x:AhUﬂ:EgE;jﬂmh

-T
* The time autocorrelation function is

Rxx(7)=A[x()x(t+7)] = ;1_{130 %Ex(t)x(t + 7)dt
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Ergodicity

» A wide-sense stationary process X is ergodic in the mean if

E[X]=X =A[x()]=X
« A wide-sense stationary process X is ergodic in the autocorrelation if
Computing the time averages of

a single sample function gives
us the statistics of the process

R, (7)=NRxx(7)

* Two jointly wide-sense processes X and Y are jointly ergodic if they are
individually ergodic and

Ryy (7) = Rxy(7)

Degree in Biomedical Engineering

' 9E - Random signals: 2-1: Random Processes

niversi
San Pablo




Correlation, cross-correlation and covariance

« Some properties of the autocorrelation of a w.s.s. process

LR, (7)< R, (0)

Ryy (7)

2. R, (-7)=R,, (7)

3.R_(0)=E[X*(1)] | |
Power of the process \/\//\\/ \//\/\J T
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Correlation, cross-correlation and covariance

« Some properties of the cross-correlation of w.s.s. processes

" R,(-7)=R,(7)

2[R, (1)< /R, (R, (0) < %[RH (0)+ R, (0)]

« Two processes are orthogonal if
R _(t,t+7)=0

« Two processes are uncorrelated if

R (t,t+7)=E[X(D]E[Y(t + )] —25 s = XY
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Correlation, cross-correlation and covariance

« EXAMPLE: Given two w.s.s. random processes
X (t)= Acos(w,t)+ Bsin(w,t)
Y(t) = Bcos(wyt)— Asm(w,t)

where A and B are uncorrelated, zero-mean r.v. with the same variance, check if X and Y
are jointly wide-sense stationary

R _(t,t,+7)= —o* sm(w,7)=R_(7)

== CEU
Universidad
San Pablo

Degree in Biomedical Engineering

Random signals: 2-1: Random Processes




Correlation, cross-correlation and covariance
The autocovariance of X is

C,. (tt+7)= E[(X ()~ E[X(O)INX(t+7) - E[X (t+7)])]
=R _(t,t+7)-E[X@)]E[X(t+7)]

If X is at least w.s.s. CXX (T) = RH (7) — ()?)2

The cross-covariance of X and Y is

C, (t,t+7) = E[(X(2)~ E[X(O])Y (¢ +7)— E[Y(t + 7)])]
=R _(t,t+7)—-E[X@]E[Y(+7)]

If Xand Y are at least jointly w.s.s.

C_(7r)= RXY(T)—)?)7
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Correlation, cross-correlation and covariance

 The variance of X can be computed from the autocovariance

o2 = E|(X()- E[lX (1)} |=C, (t,0)—225 C, (0) = R, (0) - X

* Two processes X and Y are uncorrelated if

C_ (t,t+7)=0
R _(t,t+7)=E[X@]E[Y(t+7)]

« Remember that independency implies uncorrelation but not the other way around
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SUMMARY

Random processes

Distribution and density functions
Stationarity and ergodicity

Auto- and Cross-Correlation
Auto- and Cross-covariance
Orthogonality

Independence

Correlation
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